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This document presents the errata of the paper “Algorithms
or Actions? A Study in Large-Scale Reinforcement Learning”.

Feature description

Unit count component

In Section 4.1, while describing the features, we wrote the

component regarding the unit count per type and quadrant of a
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player p as: p, = {ug,...,u3,...,us,...,u3}, where u] is

the number of units of type u; in quadrant j. However, there
are 6 and not 7 unit types in uRTS: Light, Heavy, Ranged,
Worker, Base and Barracks (buildings are counted as unit types

as well). Thus, the correct description of this component is:
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pp ={utl,...,ui,. .. ug, .. ug )

Health component

In Section 4.1, while describing the features, we wrote the
component regarding the average health per quadrant as:

By = {hi,...,h3,... ki, ... h2}, where b} is the cumu-
lative average health of units of type u; in quadrant j. But
the correct is: 3, = {h',..., h°}, where h' is the cumula-

tive average health of units of all types owned by player p in
quadrant ¢. Our feature count is correct, with 9 quadrants x 2
players for this feature component.



